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Example. Let $X_{i}$ be independent commutative self adjoint operators/random matrices and the norm is via some statistics of eigenvalues. Start with the spectral decomposition $X_{i}=U^{*} D_{i} U$ then $D_{i}$ are in general dependent via $U$ (or the spectral measure)
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Actually, Banach spaces of dependent type (cotype) 2 are going back to Pisier (1975) (who introduced martingale type (cotype) 2 via so-called p-smoothness.

Recently, Markov type 2 spaces (in a slightly different way) were introduced and found to be useful in the so-called extension problem (Naor, Peres etc)
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[Initially, I could do it only with moments of order $2+\delta$ which bothered me. Magda pointed me to a paper by Wlodek Bryc. Bernoulli congress - Upsalla, jaywalking with a peperoni pizza and long math discussions]
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where $T(n) \leq(n / 2)\left(1+n^{-1 / 3}\right)$ by a combinatoric argument.
$\mathbf{T h}$ (New result) Assume that $\rho=\Sigma \rho\left(2^{n}\right)<\infty$. Then
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However, it does require the extra rate $\Sigma \rho\left(2^{n}\right)<\infty$.
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and the blocks $X_{m_{k-1}+1,<M}+\ldots+X_{m_{k},<M}$ admit handy moment bounds.
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## Probabilistic approach (in progress)

Lemma (New inequality)
$P(f(X)>x+6 y) \leq P(f(X)>x)\left[\rho_{1}^{*}+P(f(X)>x)\right]+7 P(K\|\varepsilon X\|>y)$
where $X=\left(X_{1}, \ldots, X_{n}\right), \varepsilon X=\left(\varepsilon_{1} X_{1}, \ldots, \varepsilon_{n} X_{n}\right)$ and $\varepsilon_{i}$ are iid Rademacher independent of $X,\|\cdot\|$ is a seminorm and $f$ is the coordinatewise nondecreasing with the Lipschitz coefficient $K$, i.e. $|f(x)-f(y)| \leq K\|x-y\|$
Actually, it can be applied not only to derive the moment inequalities but also the maximal inequalities by treating the max seminorm.
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